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ABSTRACT 
The World Health Organization recommends that employers take 
action to protect and promote mental well-being at work. However, 
the extent to which these recommended practices can be imple-
mented in the workplace is limited by the lack of resources and 
personnel availability. Robots have been shown to have great po-
tential for promoting mental well-being, and the gradual adoption 
of such assistive technology may allow employers to overcome 
the aforementioned resource barriers. This paper presents the frst 
study that investigates the deployment and use of two diferent 
forms of robotic well-being coaches in the workplace in collabora-
tion with a tech company whose employees (26 coachees) interacted 
with either a QTrobot (QT ) or a Misty robot (M). We endowed the 
robots with a coaching personality to deliver positive psychology 
exercises over four weeks (one exercise per week). Our results show 
that the robot form signifcantly impacts coachees’ perceptions of 
the robotic coach in the workplace. Coachees perceived the robotic 
coach in M more positively than in QT (both in terms of behaviour 
appropriateness and perceived personality), and they felt more con-
nection with the robotic coach in M. Our study provides valuable 
insights for robotic well-being coach design and deployment, and 
contributes to the vision of taking robotic coaches into the real world. 

CCS CONCEPTS 
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1 INTRODUCTION 
According to the World Health Organization (WHO) [40], work 
may help with protecting the mental well-being of employees, giv-
ing them purpose, a sense of achievement, and opportunities to 
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feel part of a community. On the other hand, work can also pose 
risks to mental well-being, due to excessive workload, tight work 
schedules, and inadequate work-life balance. Therefore, the WHO 
recommends that employers take appropriate actions to prevent 
work-related mental well-being issues, and protect and promote 
mental well-being at work [40]. However, lack of resources and 
personnel availability limits the extent to which these recommen-
dations can be put into practice. Human-robot interaction (HRI) 
research (e.g., [8, 16, 60]) suggests that robots have great potential 
for improving and sustaining human well-being, and their adoption 
in the workplace might enable the employers to overcome existing 
barriers. Past works have explored the use of robots as coaches for 
promoting human well-being in various contexts, e.g., promoting 
physical exercises for the elderly [16], and supporting mental well-
being [1, 3, 4, 8, 12]. Most of these works are limited to lab settings 
[27] due to the problems associated with running studies in the real 
world, such as availability of a host organisation, ethical concerns, 
and technical set-up challenges. For instance, [4, 12] explored the 
use of Pepper as a robotic coach to deliver positive psychology 
exercises in the lab. Very few studies have investigated the use of 
robots to promote mental well-being in real-world contexts – e.g., 
the works by Jeong et al. [25] and Ostrowski et al. [41] focused on 
home settings. None of these works investigated the deployment 
or the use of robots as mental well-being coaches in the workplace. 
Various design aspects, such as robot form, infuence how people 
perceive robots [22, 33, 51]. In the context of delivering mental 
well-being exercises, Axelsson et al. [3] reported on the interplay 
between diferent forms and the tasks undertaken by the robot, as 
participants expected the robot’s form to match its functionality 
(i.e., they wouldn’t expect a robotic dog to speak, but they would 
expect conversation abilities from a humanoid robot). None of these 
studies have investigated the infuence of diferent robot forms on 
delivering mental well-being exercises in the wild. In this paper, we 
present the frst study that investigates the deployment and use of 
two forms of robotic mental well-being coaches in the workplace. To 
this end, we collaborated with a tech company (Cambridge Consul-
tants Inc. 1) whose employees (26 coachees) interacted with either 
a QTrobot or a Misty robot over 4 weeks. The robots delivered four 
positive psychology exercises (one exercise/week). We designed 
the robot personality to refect a well-being coach, in collaboration 
with two (human) well-being coaches and informed by relevant 
literature [14, 55]. We gathered quantitative data via standardized 
and specifcally designed questionnaires, and qualitative data from 
in-person interviews and focus groups, combining multiple meth-
ods [45] to develop a comprehensive understanding of the use of 
robotic coaches to promote well-being in the workplace. 

1https://www.cambridgeconsultants.com 
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Figure 1: Setup of the study. All sensors are located and used 
similarly in both conditions. 

2 RELATED WORK 
Robotic Coaches For Mental Well-being. Mental well-being 
coaching aims to help a mentally healthy coachee fourish in life or 
work (cf. psychological therapy, which aims to treat mental illness) 
[23]. General goals for coaching include increasing the coachee’s 
hope, goal-striving, and general well-being [19]. Diferent styles 
of coaching may draw from diferent psychological practices, e.g., 
Cognitive Behavioural coaching focuses on the relationship between 
thoughts, feelings, and actions [19], and coaching based on Posi-
tive Psychology encourages the coachee to pay greater attention to 
the positive aspects of their life [52]. The success of the coaching 
practice also depends on the working alliance between the coachee 
and the coach [13]. This alliance relies on trust and is improved 
by transparency [21]. The quality of therapeutic working alliances 
have been previously examined by measuring the development of 
an afective bond between a therapist and their client, together with 
measurements of the agreement on the tasks and goals of therapy 
[36]. Very few works have explored the use of robotic coaches to 
promote mental well-being. Jeong et al. [25] studied the use of the 
Jibo robot that facilitated positive psychology interventions for 
students in home settings in a longitudinal study (7 days). Their 
results showed improvements in student well-being, mood, and 
readiness to change, and that participants built an alliance with the 
robot over the sessions. Bodala et al. [8] evaluated the participants’ 
perceptions of a human versus a teleoperated robotic mindfulness 
coach in a 5-week study, reporting that while both coaches received 
positive feedback, the human coach was evaluated signifcantly 
higher on animacy, likeability and perceived intelligence. The par-
ticipants’ neuroticism and conscientiousness traits also afected how 
they perceived the robot. A recent study investigated the use of a 
robot to assess children’s mental health [1]. Their fndings showed 
that compared to the self-report and parent-report standard tests, 
the mental well-being evaluation using the robot appeared to be 
the most suitable for identifying well-being-related anomalies in 
children. None of these works investigated the use of robots as 
mental well-being coaches in the workplace. 
Robot Form in HRI. Form infuences how people perceive robots, 
namely through the form function attribution bias [22]. This phe-
nomenon uses visual information as a cognitive shortcut to attribute 
certain capabilities and functionalities to robots. Past works have 
demonstrated the importance of robot form and how it could impact 
human-robot interactions [22, 33, 43, 51]. Most of these studies (e.g., 
[33, 47, 51]) investigated form by showing people static pictures 
of the diferent robotic platforms. Schaefer et al. [51] conducted a 
survey study involving university students who evaluated pictures 

of robots. Their results showed that physical form impacted the 
perceived trustworthiness of robots. Similarly, Li et al. [33] inves-
tigated how the robot form and motion infuence human social 
attention by showing participants pictures and videos of diferent 
robotic platforms. Their results demonstrated that diferences in the 
form of the agent (robot vs. android vs. human) impacted social at-
tention, specifcally how quickly the user could disengage attention 
from the robot and respond (the attentional capture). Only a small 
number of works undertook user studies where participants actu-
ally interacted with the diferent robotic platforms. For instance, 
Paetzel et al. [43] presented an empirical study that investigated the 
persistence of frst impressions between varying levels of human-
likeness of a Furhat robot across repeated sessions. Their results 
showed that perceptual diferences between the human-likeness 
conditions of the robot persist across repeated interactions. As far 
as we know, none of these works investigated the variations in hu-
man perception when participants interacted with diferent robotic 
platforms (forms) for the same HRI task. 
Robot Personality in HRI. People can accurately recognize ro-
bot personality based on verbal and nonverbal behaviours [32, 63]. 
Robot and virtual agent personality has been previously designed 
by varying behavioural variables such as the speed [65] and the 
frequency of gestures [7, 14] and word choices [55, 65]. However, 
users’ perception of personality can also be infuenced by other 
design dimensions, including a robot’s form [9]. Robot personality 
has been shown to infuence interaction outcomes. For example, 
matching extroverted people with extroverted robots (and vice 
versa) can improve motivation [2], and can infuence preference 
[59] and social attraction [32], and conscientious robots can weaken 
uncanny feelings [44]. Despite these encouraging works, there is a 
lack of a systematic understanding of robot personality in HRI [50], 
and specifcally in the context of HRI for health care [15]. Most com-
monly, robot personality is expressed through the OCEAN model 
[18, 38], also known as the Big Five, Personality Trait model (see 
Section 4.1.4 for further details) [15, 50]. Overall though, there is a 
lack of standardized, open, and commonly used tool for designing 
and measuring robot personality. 

3 RESEARCH QUESTIONS 
Our vision is to create fully autonomous mental well-being coaches 
that can be successfully used in various contexts in the real world, 
including the workplace. In this work, we undertake the frst study 
that explores the use of two diferent forms of robotic well-being 
coaches in the workplace, focusing on factors driven by the lit-
erature review provided above. Form impacts how people per-
ceive robots [22]. Past works [33, 47, 51] investigated how diferent 
robotic forms afect users’ perception, mainly via viewing robot 
pictures, with some evaluating robot form via interaction studies 
[43]. No work to date has investigated whether and how human per-
ceptions vary when they interact with diferent robotic platforms 
for the same HRI task. Therefore, in this work we investigate how 
coachees perceive the interaction with two diferent robotic plat-
forms (forms) delivering positive psychology exercises, and how 
the robot form infuences their perceptions of the robotic coach in 
the workplace (RQ1). Personality has a key role in the perceptions 
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of a robot during human-robot interactions [50] . The design of an 
“optimal” personality profle for robots in a specifc context is still a 
challenging problem. People’s perceptions of a robot’s behaviour 
depend on people’s demographic background, and their own per-
sonality may infuence their preference for certain robot personality 
traits [29]. Therefore, in this work we designed and created a robot 
personality that aims to refect a well-being coach, and we evalu-
ated if this personality was perceived the way it was intended and 
whether the perceptions difer due to other factors such as form 
(RQ2). A good relationship between the coach and the coachee is 
central to the success of a coaching practice [13]. Previous work has 
shown the importance of working alliance between a robotic coach 
and a coachee in the success of the well-being exercises [25]. Hence, 
we explored the perceptions of the coachee-coach alliance created 
during positive psychology exercises in the workplace and how 
that working alliance difered across two diferent robotic forms 
(RQ3). 

4 THE STUDY 
Our work is the frst study that investigates the use of two dif-
ferent forms of robotic well-being coaches in the workplace via a 
between-subjects study where we compared the perceptions of 26 
participants (coachees) who interacted with two diferent robots—a 
QTrobot and a Misty robot—endowed with the same coach person-
ality that delivered the same positive psychology exercises over 4 
weeks. 

4.1 Materials and Methods 
4.1.1 Setup. The study was conducted in a meeting room (see 
Figure 1) of the Cambridge Consultants Inc. headquarters. The 
set-up included a big table, a chair, two cameras—a GoPro (on the 
left-side of the room) and a video camera (placed near the robot)— 
a microphone (in front of the robot on a low table), and a tablet 
(close to the microphone). The stationary robot was placed on the 
big table and the coachee was on the chair about 1.2m from the 
robot (as in [57]). The COVID-19 sanitary guidelines were followed 
according to the Cambridge Consultants’ ofce regulations. 

4.1.2 Participants. We involved 26 participants in total, 6 women, 
1 non-binary person, and 19 men, among which 7 were 18-25 years 
old, 11 were 26-35 years old, 4 were 36-45 years old, and 4 were 46-
55 years old. The study was supported and promoted by Cambridge 
Consultants, and all participants were Cambridge Consultants em-
ployees. The gender distribution in our study refects the employee 
gender distribution of the tech company (i.e., the company has 
more male than female / non-binary employees). The company 
advertised the study through their communication channels (e.g., 
newsletter, fyers in their canteen) and participation was voluntary 
(with no compensation). Our study aimed to involve healthy partic-
ipants in the frst instance, therefore we screened 41 participants 
and recruited 26. 15 participants were excluded based on their self-
reported levels of anxiety and depression, scoring more than 5 (the 
threshold for mild anxiety disorder) in the Generalized Anxiety 
Disorder 7 (GAD-7) [58] and more than 5 (the threshold for mild 
depression severity) in Patient Health Questionnaire (PHQ-9) [34]. 
Participants had very little knowledge (on average 1.3 on a 5-point 

Likert scale) of robotic technology. All participants provided in-
formed consent for their participation and agreed on the usage of 
their data for scientifc research. The study design, the experiment 
protocol, and the consent forms were approved by the Computer 
Science and Technology Departmental Ethics Committee of the 
University of Cambridge. In the rest of the paper, we will refer to 
the participants as coachees. 

4.1.3 Robotic Platforms. We used the QTrobot by LuxAI S.p.A. and 
Misty II robot by Misty Robotics as they have been used in previous 
HRI studies [28, 42, 57]. The QTrobot is a 90 cm tall, tabletop child-
like robot. The body components are white and include a screen 
face (with a white background, green eyes, and a black line-mouth) 
embedded into a robot-like head (2 DOF neck), a human-like upper 
body (4 DOF full arms, i.e., shoulders, elbows, and hands), and a 
human-like lower body (static legs). Its overall score of human-like 
appearance is 45.65 according to the Anthropomorphic Robot Data-
base2. The Misty II is a 36 cm tall, toy-like robot. The body compo-
nents are white and include a screen face (with a black background, 
green eyes, and a white line-mouth) embedded into a robot-like 
head (3 DOF neck), an upper chest (1 DOF half-arms, i.e., no elbows 
and hands), and a navigation base. We chose those robots because 
they are both equipped with a face screen and we could control 
facial appearance across the forms, e.g., facial expressions, lip-sync 
etc. Additionally, the robots are smaller, making them portable in a 
workplace environment, and afordable, making them a realistic in-
vestment for a workplace to purchase and use. We collaborated with 
a well-being professional to pick the robots’ voices and gestures. 
We used the synthesised AWS Polly’s Amy voice, and Amazon 
Polly visemes to synchronise (lip-sync) the robot’s mouth positions 
with the spoken voice (the same for both platforms). In addition, we 
designed movements for the robot’s head (e.g., nodding when listen-
ing to the coachee) and arms (e.g., lifting and waving the right arm 
to greet the coachee in the beginning of the interaction). The robots 
also transcribed the speech of the coachee using a local automatic 
speech recognition (ASR) module (DeepSpeech). The interaction 
fow was pre-scripted and we did not equip the robot with any 
natural language processing capability because of the current limi-
tations of the local ASR modules. If the interaction fow depended 
on what the coachee said and the ASR failed in transcribing the 
coachee’s speech, it could have led to a very negative and frustrating 
experience for the coachee, especially during a positive psychology 
exercise. In addition, the literature [5] recommends adhering to 
the script of the specifc practice for successfully delivering mental 
well-being interventions. We defned the robots’ level of autonomy 
using the framework in [6] as follows: sense (fully autonomous. i.e., 
the robot uses its microphone and camera to collect video and audio 
signals, and was able to transcribe the user speech automatically), 
plan (autonomous, i.e., using pre-programmed decisions that didn’t 
change upon the coachee behavior), and act (fully autonomous). 
In the rest of the paper, with the term robot form we will refer not 
only to the appearance of these two robotic platforms but also to 
the other robot-related characteristics (e.g., motor noise, degree, 
speaker characteristics etc.) that are platform-dependent and could 
to a certain extent impact the coachees’ perceptions. 

2https://www.abotdatabase.info/collection 
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4.1.4 Robot Personality. Joosse et al. [26] argued that robot per-
sonality should be designed according to what users would expect 
in the context of a task. We designed the robot’s personality to 
be appropriate for a well-being coach. We examined the literature 
on preferred personality in human coaches, and interviewed two 
practicing coaches on their thoughts about appropriate coach per-
sonality. We defned the appropriate personality in terms of the 
OCEAN model of personality (defned by the personality traits of 
Openness, Conscientiousness, Extraversion, Agreeableness, and 
Neuroticism) [18, 38]. As a result of our literature survey and inter-
views with two coaches, we determined that the most important 
coach traits were high Openness (i.e. listening non-judgmentally) 
[17, 64], and high Conscientiousness [64] (i.e. being dependable). 
Additionally, the coach should have a medium level of Extraversion 
(so as to be conversational but not take up too much space from the 
coachee) [17], medium to high Agreeableness (a mix of validation 
and moving the person towards change) [17, 64], and low Neu-
roticism (a self-conscious coach would distract from the coaching) 
[17]. To refect these personality traits, we consulted previous HRI 
literature on robot behaviour design (i.e., aspects of the robot’s 
voice, gestures and facial expressions) with respect to personality. 
The collated behaviours can be seen in Figure 3. We implemented 
behaviours following these choices for both robotic platforms (i.e., 
the platforms shared the same pace and pitch of synthesised voice, 
same frequency and style of gesturing, etc.). 

4.1.5 Exercises. We scripted 4 positive psychology (PP) exercises 
with the help of a well-being coach professional, because PP practice 
has been shown to be successfully delivered by robots in previous 
studies [3, 25]. The exercises were adapted from 4 existing PP exer-
cises to the robot. The 4 PP exercises were delivered on a weekly 
basis in the following order. Savouring exercise (week 1) consists of 
asking coachees to choose a small moment to fully feel and appreci-
ate positive experiences that one normally hurries through (adapted 
from [54]). Gratitude exercise (week 2) consists of asking coachees 
to recall two things that they felt grateful for during the past week 
(adapted from [20]). Accomplishments exercise (week 3) consists 
of asking coachees to talk about two accomplishments achieved 
during the last week (adapted from [20]). Future optimism exercise 
(week 4) consists of asking coachees to imagine their optimistic 
future and the steps along the way to get there (adapted from [53]). 

4.1.6 Study Conditions. The study was conducted as a between-
subjects study where each coachee was randomly assigned to one 
of the two conditions that corresponded respectively to the two dif-
ferent robotic platforms with varying levels of anthropomorphism: 
the child-like QTrobot (QT, 14 coachees: 2 women, 1 non-binary 
person, and 11 men) and the toy-like Misty II (M, 12 coachees: 
4 women and 8 men). Over 4 weeks, each coachee engaged in 4 
exercises (one for each week) with the robotic coach assigned to 
them. The exercises were the same for both conditions. 

4.1.7 Experiment Protocol. Two weeks prior to the study, we asked 
the coachees to fll out 6 standardized questionnaires reported 
in detail in Section 4.1.9. The study consisted of 4 sessions that 
were conducted by two researchers. In each session, one of the 
researchers welcomed the coachee and asked them to enter the 
meeting room and sit on the chair in front of the robot. The other 

researcher started the recordings of the session (see Figure 1). Then, 
both researchers left the room, leaving the coachee alone with the 
robot. The one-to-one interaction with the robot lasted for about 
10 minutes and consisted of the following steps. (1) The robot wel-
comed the coachee. (2) The robot introduced the exercise of the day. 
For example, in week 1, the robot described the savouring exercise 
(E1), highlighting the benefts of this practice. (3) The robot asked 
the coachee about the exercise. Again for E1, this includes questions 
like "What is it about the experience that you fnd so positive? Please 
share with me". (4) The robot listened to the coachee’s answers 
spoken aloud. (5) The robot concluded the session by asking the 
coachee to fll out a questionnaire on the tablet before leaving the 
room, thanking them, and reminding them of the following week’s 
session. This protocol was repeated for all the sessions. At the end 
of the study, coachees were asked to fll out a set of questionnaires 
that included the same 6 questionnaires used before the study, as 
well as additional ones that are reported in Section 4.1.9. After that, 
the researchers conducted a semi-structured interview with each 
coachee (as described in Section 4.1.9). 

4.1.8 Implementation. The robot interactions were implemented 
using the open-source HARMONI framework [56]. HARMONI en-
ables the composition of interactions, using a set of open-source 
modules (e.g., DeepSpeech speech-to-text), and porting the same 
interaction code into diferent robotic platforms. Within the HAR-
MONI framework, we designed and implemented study behavior 
trees (using the python py-tree library3) to plan for and code the 
interactions. Note that the behavior trees implemented were the 
same for both robotic platforms, and they were only handling the 
interaction fow and not modifying the content of the exercise. 

4.1.9 Measures. We contacted the coachees via e-mail to fll out 
the 6 standardized questionnaires two weeks before the study took 
place: a demographic form (asking their age, gender, and previous 
experience with well-being practices as well as robots), the Short 
Big 5 personality test (IPIP-BFM-20 [61] to assess coachees’ per-
sonality traits as in [4, 25]), the Negative Attitude Towards Robots 
Scale (NARS [37] to measure coachees’ negative attitudes towards 
robots before interacting with them as in [57]), Ryf’s Psychological 
Well-being Scale (RPWS [62] to assess coachees’ mental well-being 
as in [25]), the Satisfaction with Life Scale ([46] to measure how 
much coachees were satisfed with their lives as in [51]), and the 
mood and readiness to change scale ([10] to measure coachees’ will-
ingness to change as in [25]). At the end of the study, coachees were 
asked to fll out the same 6 questionnaires used before the study, as 
well as the following standardized and specifcally designed ques-
tionnaires: the Working Alliance Inventory Short Revised covering 
task, goal, and bond (WAI-SR [36] - 12 items on a 5-point Likert 
scale to measure the alliance between the coachee and the robot 
during the well-being interventions as in [25]), the Robotic Social 
Attributes Scale questionnaire covering warmth, competence, and 
discomfort (RoSAS [11] - 18 items on a 7-point Likert scale to eval-
uate coachees’ perception of the robot as in [31]), questions about 
the robot’s behavior (5-point Likert scale, e.g., "The robot’s voice 
is high pitched"), and questions about the perceived personality of 
the robot (5-point Likert scale, e.g., "Would you describe the robot 

3https://py-trees.readthedocs.io/en/devel/ 
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as Extroverted? Extroverted people are outgoing and energetic - as 
opposed to solitary and reserved."). In the fnal session, each coachee 
was also interviewed using additional questions (see the Supple-
mentary Material). A week after the study ended, the company 
organized two internal focus groups (one for each condition group) 
where the employees (coachees) freely expressed their opinion on 
using robotic coaches in the workplace without the researchers’ 
involvement. We requested the company to ask their employees 
what they thought was important rather than prompting them to 
collect data according to our specifcations. They designed the focus 
group internally and then shared Miro boards where employees 
provided their opinions on the chosen topic (e.g., interaction expec-
tations). To support anonymity and privacy, these sessions were 
not recorded, instead, the company provided us with a collated 
document. 

4.2 Data Analysis 
For data analysis, we adopted a mixed-method approach in which 
we analyzed both quantitative (i.e., standardized and specifcally 
designed questionnaires) and qualitative (i.e., interviews and focus 
groups) data to obtain a comprehensive understanding on robots 
as mental well-being coaches in the workplace. We analyzed the 
quantitative data from the pre- and post-study questionnaires using 
Python statistical libraries. We conducted non-parametric tests be-
cause our samples do not follow a normal distribution. In particular, 
we ran a Mann–Whitney U test to compare measurements in the 
two conditions (QT and M), while we used a Wilcoxon signed-rank 
test to compare the measurements pre- and post-study with the 
Bonferroni correction. We also analysed the diferences in coachee’s 
perceptions within sessions (over time) and between conditions 
(robot form); however, we did not fnd any statistical diferences 
across the repeated measures. We applied the framework method to 
analyse qualitative data [49] collected from semi-structured post-
interaction interviews, conducted after the fnal session. The frame-
work method consists of fve key stages: 1) familiarization with the 
data, 2) identifying a thematic framework, 3) indexing, 4) charting, 
and 5) mapping and interpretation. We construct our framework 
by drawing on the three research questions we established a priori 
(see Section 3) while allowing for other emergent observations in 
the data. During the charting stage, we explicitly compare the two 
groups (QT and M) in the three research questions. 

5 FINDINGS 
This section reports the main fndings of the data analysis, via quan-
titative and qualitative results to address our research questions. 
Our analysis highlighted that the form has a major impact on the 
perception of the robots as well-being coaches, robot personality, 
and coachee-coach alliance. 

Perception of the Robots as Well-being Coaches (RQ1). We 
conducted Mann–Whitney U tests to compare the coachees’ percep-
tions of the two robotic platforms (QT and M). We found that the 
coachees perceived the two robotic coaches signifcantly diferently 
after the four weeks for the RoSAS warmth sub-scale (� = 42.50, 
� = −2.11, corrected �*<0.05), while no signifcant diferences were 
found for the RoSAS competence and discomfort sub-scales. The 
RoSAS warmth sub-scale was signifcantly higher for coachees who 

ure 2: RoSAS sub-scales (competence, warmth, and 
fort) in the QTrobot (QT) and Misty robot (M) conditio

Fig dis-
com ns. 

interacted with the Misty robot (M, ��� = 2.75) than the perceived 
warmth of coachees who interacted with the QTrobot (QT, ��� 
= 1.91), as depicted in Figure 2. The RoSAS sub-scale competence 
for QT was ��� = 1.91 and for M was ��� = 1.91, the discomfort 
sub-scale for QT was ��� = 1.91,and for M was ��� = 1.91. We per-
formed Mann–Whitney U tests to compare NARS scores between 
the two conditions before and after the study. We did not fnd any 
diferences in the NARS scores before the study - i.e., they were 
evenly distributed between QT and M. We observed a diference 
(� = 44.50, � = −2.006, corrected �*=0.044) in negative attitude 
towards the robots after the study. The NARS score for M (��� = 
34.5) was higher than for QT (��� = 30). Interestingly, coachees 
reported that they perceived the robotic coaches interacting difer-
ently across the conditions (the robots’ interactive behavior were 
designed to be identical), see also Table 1 of the Supplementary 
Material. On average the coachees found the robot gestured appro-
priately (QT: �=2.86, ��= 1.56 and M: � = 3.00, ��=0.85), and 
coachees in M scored the robot more positively than in QT in terms 
of listening (QT: �=2.14, ��= 1.23 and M: � = 3.08, ��=0.90), car-
ing about what they said (QT: �=1.86, ��= 1.03 and M: � = 1.92, 
��=0.67), and naturalness (QT: �=2.21, ��= 1.12 and M: � = 2.92, 
��=1.08). Coachees also reported that they perceived that the robot 
acknowledged them when they spoke in M (QT: �=2.64, ��= 1.28 
and M: � = 3.25, ��=1.06), and that it adapted more to what they 
said and did in M than in QT (QT: �=1.79, ��= 1.12 and M: � = 
2.58, ��=0.90). Most of the coachees did not believe that the robot 
was able to understand what they said (QT: �=1.71, ��= 0.83 and 
M: � = 2.08, ��=0.79) or how they felt during the interaction (QT: 
�=1.50, ��= 0.85 and M: � = 1.75, ��=0.87), but they still had a 
more positive perception in M than in QT. 

Interview results supported the quantitative fndings. In gen-
eral, coachees in QT viewed the robot more negatively in terms of 
coaching interactive behavior. For example, P3 (QT) described that 
the robot would “need to be a conversation partner frst”, before 
attempting well-being coaching. P7 (QT) noted that while the ex-
ercises were useful, the robot “didn’t add any value”, and P8 (QT) 
noted that the robot was “not showing any care”. Fewer coachees in 
M seemed to have these experiences, with P23 (M) explicitly stating 
that the robot made them feel “a lot more engaged” in comparison 
to hypothetically doing the exercise on their own. While negative 
attitudes were also present in M, coachees in this condition seemed 
to be more lenient toward the robot when talking about its lack 
of responsiveness and a “scripted” impression. P24 (M) noted “it’s 
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Figure 3: The robot’s target personality (T) vs. its perceived 
personality for the QTrobot (QT) and Misty robot (M) condi-
tions for Openness (O), Conscientiousness (C), Extroversion 
(E), Agreeableness (A), and Neuroticism (N) traits. Bold high-
lights the score closer to the target personality. 

a calming presence, it doesn’t need to be super refective to what 
I say”, and P15 (M) stated that “it doesn’t really matter as much 
what Misty is doing, but the exercise that she’s giving me”. In QT, 
coachees mainly mentioned the robot being helpful by creating an 
environment where they could learn PP exercises, and take their 
time to think about the positive aspects in life. In M, coachees noted 
similar things and some (P23, P26) also explicitly mentioned feeling 
better after the exercises. In QT and M, coachees wished the robot 
would ask them follow-up questions related to certain answers, and 
that they could ask the robot for clarifcation about exercises (they 
had tried this, but the robot was not able to fulfl their requests). 

Robot Personality (RQ2). The robot personalities were de-
signed to be the same and express a robotic well-being coach per-
sonality (as defned by behavioural variables, in Figure 3 and in 
Table 3 of the Supplementary Material) in both conditions. The 
robot’s target personality was represented by the following values 
for each trait (see Figure 3): Openness (4 − 5), Conscientiousness 
(4 − 5), Extroversion (2.5 − 3.5), Agreeableness (3 − 4.5), and Neuroti-
cism (1 − 2). However, our results showed interesting diferences 
between the two conditions. We conducted Mann–Whitney U tests 
to compare the coachees’ perceptions of the robot’s personality 
for the two conditions (QT and M). Our results show a statistically 
signifcant diference (� = 35.00, � = −2.495, corrected �*<0.05) in 
terms of appropriateness of perceived robot personality. Coachees 
who interacted with the Misty robot (M, ��� = 3.92) perceived 
the robotic coach’s personality to be signifcantly more appropri-
ate than those who interacted with the QTrobot (QT, ��� = 2.64). 
Additionally, our fndings show that the perceived personality of 
the robot is in line with the target personality (identifed in the 
design phase of the study as reported in Section 4.1.4), and it is 
impacted by the robot form. The perceived personality traits for the 
QTrobot (QT) are Openness (�=2.71, ��=1.32), Conscientiousness 
(�=2.93, ��=1.20), Extroversion (�=2.64, ��=1.21), Agreeable-
ness (�=3, ��=1.46), and Neuroticism (�=1.50, ��=1.28). These 
difer from the ones perceived for the Misty robot (M) — Openness 
(�=3.42, ��=0.79), Conscientiousness (�=3.58, ��=1.08), Extro-
version (�=2.92, ��=0.99), Agreeableness (�= 4.42, ��=0.51), and 
Neuroticism (�=1.42, ��=0.99). 

The framework method’s analysis supports the aforementioned 
fndings. In QT, coachees viewed the robot’s personality more neg-
atively, with many describing it as not having a personality (P01, 
P03, P04, P05, P06, P07, P08, P09). Some did describe it neutrally or 
positively, as “friendly” (P02, P05, P06), “professional” (P02), and 
“non-judgemental” (P10, P11). In M, coachees had a more detailed 
view of the robot’s personality, and coachees perceived the robot’s 
personality to be much more in line with the design traits. The ro-
bot was described as “empathetic” (P15), “caring” (P22, P23), “more 
introvert than extrovert” (P15), “warm” (P15, P16, P26), “calm” or 
“calming” (P16, P18, P22, P24, P26), “fair” (P17), “motherly” (P19, 
P21), “understanding” (P21), and “relaxed” (P26). P16 remarked that 
the personality was intrinsically related to the robot’s voice. P18 de-
scribed the robot as “slightly unrelenting at times” with regards to 
leading the session with questions. P23 made a similar observation, 
calling the robot “diligent” and “well-prepared”, “clearly having 
a plan for the sessions”, and “wanting to stick with what it had 
planned”. In terms of negative and neutral assessments, P20 and 
P17 remarked that they did not think the robot had a personality. 
P20 also described the robot’s personality as “robotic”, and P24 said 
its responding was “not very attentive”. 

As reported in Section 4.1.4, we designed the robot personal-
ity to be refected by its behaviour, according to recommendations 
from literature and professional coaches. Both robotic coaches were 
designed to have the same behaviour. We see that the overall per-
ception of OCEAN personality traits was more aligned with the 
original design in M, as shown in Figure 3. For Extroversion, Agree-
ableness and Neuroticism, both QT and M fell within the target 
values. For Openness and Conscientiousness, M was closer to the 
target values. Coachees also perceived the behaviours in M to be 
more in line with the targets, as more behaviours in M were closer 
to the target values than in QT. The diferences between conditions 
indicate that while the behaviours were successful in expressing 
the personality traits as designed, the form of the robot also infu-
enced this perception. The most “successfully” designed personality 
trait (and its behavioural indicators) was Extroversion, where both 
robots fell within all target values (for gestures, facial expressions 
and word choices). Openness was the least successful, with neither 
condition achieving the target in trait or behaviours. There was 
no clear success or failure across designed behaviour dimensions 
(gestures, facial expressions, voice and word choices). The quali-
tative data supports that coachees preferred the behaviours in M. 
The robot’s voice was the same in both conditions, but was viewed 
more positively in M. In QT, coachees viewed the robot’s voice more 
neutrally, describing it as “natural [...] but not really natural” (P09), 
“a bit robotic” (P12), and “neutral” (P14). In M, coachees viewed the 
voice much more positively, citing it as “warm” (P16), “calming” 
(P16, P22, P24), and “comforting” (P25). The diference in perceived 
movements was not clear between QT and M. In QT, coachees noted 
the robot “moving or nodding at inappropriate times” (P01, P06, 
P07, P11, P13), which could “interrupt them” (P06) or “be intru-
sive” (P07). In M, movements were perceived both positively and 
negatively. P15 thought the nodding “reinforced active listening”, 
although they noted that the movements were initially “of-putting”. 
Similarly, P18 said that the “head tilting was good as a form of ac-
knowledgement”. The robot’s facial expressions, especially its eye 
movements, were viewed mostly positively in both conditions. 
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igure 4: WAI-SR sub-scales (task, bond, and goal) in the 
Trobot (QT) and Misty robot (M) conditions 

F
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Coachee-Coach Alliance (RQ3). To analyse the data gath-
ered from the questionnaires, we conducted Wilcoxon signed-rank 
tests to compare the well-being measures (RPWS, satisfaction scale, 
mood and readiness to change scale) pre- and post-study and the 
WAI-SR scale to measure the coachee-coach alliance. As our study 
population was screened to exclude higher levels of anxiety and 
depression, we did not fnd statistically signifcant diferences be-
tween the well-being measures before and after the study. Thus, we 
performed Mann–Whitney U tests to compare the coachee-coach 
working alliance between the two robotic form conditions (QT 
and M) to address our research question (RQ3). We found that the 
coachees develop signifcantly diferent working alliance with the 
two robots over the four weeks for the WAI-SR sub-scales bond 
(� = 31.000, � = −2.700, corrected �*<0.05) and goal (� = 29.000, 
� = −2.803, corrected �*<0.05), while no signifcant diference was 
found for the WAI-SR task sub-scale. The WAI-SR sub-scales bond 
and goal were signifcantly higher for participants who interacted 
with the Misty robot (M, ������� = 2.56, ������� = 2.31) than the 
scores collected from coachees who interacted with the QTrobot 
(QT, ������� = 1.21, ������� = 1.27), as depicted in Figure 4. The 
WAI-SR task sub-scale scored for QT as ��� = 2.75, while for M 
as ��� = 3.25. We observed similar results from the additional 
questionnaire data about the coachees’ connection with the robot 
(see also Table 2 of the Supplementary Material). On average the 
participants found the robot helpful (QT: �=2.92, ��= 1.38 and 
M: � = 3.66, ��=0.65) and useful (QT: �=3, ��=1.41 and M: � 
= 3.5, ��=1), and for all the items, participants in M scored the 
robot more positively than in QT in terms of feeling connected to 
the robot (QT: �=1.78, ��=0.97 and M: � = 2.91, ��=0.99), and 
comfort in talking with the robot (QT: �=2.21, ��= 1.18 and M: 
� = 3.41, ��=0.90). Participants also perceived both robots more 
as a “stranger” (QT: �=2.07, ��=1.26 and M: � = 3.08, ��=0.99) 
than a “friend” (QT: �=1.42, ��=0.64 and M: � = 2, ��=0.95), and 
participants in M felt that talking with the robot was similar to 
talking with a well-being coach (QT: �=2.21, ��=1.36 and M: � 
= 2.58, ��=1.16). Again, interview results supported the quantita-
tive fndings. Participants in M described more instances of feeling 
connected with the robot, e.g., P3 (M) said “‘attached’ is maybe 
the wrong word but [...] getting used to the voice and the little 
gestures”, P26 (M) noted that “there’s a little emotional connection 
going”, and P15 stating “I do feel an afnity with her”. In QT, only 
P14 (QT) mentioned connection: “[the correct timing] built up my 
connection with the robot, and then it went and destroyed all its 

hard work by [talking] in the wrong places”. In M, coachees used 
diminutive language more often when describing the robot. 

6 DISCUSSION & CONCLUSIONS 
Our results show that, given the two robotic platforms investigated, 
form impacts how the coachees perceived the robotic well-being 
coach. We found that overall the Misty robot was perceived more 
positively than the QTrobot (RQ1). These results could be explained 
by the form function attribution bias [22]. Since Misty is more toy-
like, smaller, and less humanoid than QTrobot (which has a human-
like upper and lower body shape), people may expect less when 
interacting with the robot—i.e., the Misty’s form better matched 
the skills and behaviours it exhibited while administering the well-
being exercises. Coachees more often described getting used to the 
Misty robot and its idiosyncrasies, while coachees described be-
coming disappointed with the QT’s level of function. This indicates 
that the robotic coach’s form was a major contributor to people’s 
expectations and perceptions when delivering the well-being exer-
cises. Interestingly, our results showed that people also perceived 
the robotic coach’s behaviours (i.e., voice and gestures) and its per-
sonality to be diferent across the two robot platforms investigated. 
The behaviours and the displayed personality were designed to 
be exactly the same for both robots. Coachees perceived Misty’s 
voice, gestures, and personality more positively, while coachees 
were more critical of the QTrobot and many noted that it did not 
have a personality (RQ2). This indicates that coachees were more 
lenient when judging Misty as a mental well-being robotic coach, 
possibly due to its smaller, more “toy-like” form, which does not 
have as many humanoid features as QTrobot. Another explanation 
could be that Misty’s form (i.e., less humanoid) better matched the 
designed behaviours and personality. These results suggest that 
participants may perceive a robotic coach’s behaviour diferently 
due to a change in the robotic form. Researchers should be aware 
of interrelations in the perception of a robotic well-being coach -
i.e., the robot’s appearance or selected voice could infuence the 
perception of its social behaviours. Our results show that coachees 
developed a stronger relationship with Misty robot than with the 
QTrobot delivering well-being exercises, confrming that the ro-
bot form has an impact on how coachees perceived the robotic 
coach, even in terms of coachee-coach alliance (RQ3). However, 
our results also show that coachee mental well-being did not im-
prove throughout the four-week study period. This could be due to 
two main reasons. First, we screened the coachees - i.e., no signif-
cant diference was found before and after the study because their 
level of mental well-being was already high, and did not require 
further improvement. Second, the PP practice was quite short (4 
weeks). This amount of time may not be sufcient to observe a 
signifcant improvement in mental well-being. Previous studies 
[39] on the use of mental well-being apps like Calm and Headspace 
showed that healthy participants had an improvement in their well-
being after 8 weeks of continuous practice. Well-being practices 
can have benefts that difer between individuals and could take 
longer to be efective according to each individual’s needs. Addi-
tionally, as in mindfulness practice, mental well-being practices are 
meant for everybody and can also be helpful for people who do 
not experience mental health problems [23]. Given the fact that 
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robotic coaches are not meant to substitute professionals [5] and 
could be used by healthy populations, we argue that the efcacy of 
robotic mental well-being coaches with healthy populations can 
be measured—alongside pre- and post-assessments of coachees’ 
mental well-being—by the capabilities of the robot to build a con-
nection with coachees. Our argument is supported by the literature 
on coaching by humans [13, 48]. For example, Qina’au and Masuda 
[48] showed that patients who have strong rapport with their coach 
are better able to manage stress. 
Deploying Robotic Well-being Coaches In the Workplace. 
From the qualitative data gathered (interviews and focus groups), 
we observed that the robotic coaches can be benefcial in the work-
place acting as a strong visual reminder for doing the exercises, as 
noted by several coachees, and as stated in a previous study that in-
vestigated user requirements for robotic well-being coaches [3]. P10 
(QT) stated that walking past the robot in the ofce would probably 
help them do more exercises. P17 (M) also said “a robot [could] re-
mind you to keep doing [the exercises] yourself”. P12 (QT) said that 
the exercises they learned during the study would be “even more 
memorable by virtue of the fact that the frst time I did them was 
with this robot”. Despite these promising fndings, there are many 
open challenges that need to be addressed. Firstly, people’s unreal-
istic expectations may be one of the barriers to adoption of robotic 
coaches in workplace settings. Focus group data provided to us by 
the company shows that coachees’ expectations of the robot capa-
bilities do not match reality, possibly distorted by how robots are 
portrayed in the media, reinforced by sales videos. Coachees stated 
that they had expected more from these robots “because of demos 
from cutting edge teams”, and “Alexa and Google Assistant were 
what drove their expectations”. It also emerged that the coachees 
expected the robotic coach to adapt and personalise to what they 
had said – i.e., “to change responses based on what the human says" 
and “to have more personalisation (between people and in time), 
e.g., referencing across the sessions”. Coachees had reported to have 
very little prior experience with robots (average=1.3 on a 5-point 
Likert scale) before joining our study. This might be one of the 
main reasons their expectations did not match the actual skills and 
capabilities of the robotic coach(es) delivering well-being exercises. 
The expectation-reality mismatch is known to create priming before 
interacting with robots [35]. Another barrier was related to the 
feelings of embarrassment for using the robotic coach. Coachees in 
both groups noted that they might be embarrassed to use the robot 
in the future, if their colleagues saw them using it. P10 (QT) noted 
that using the robot would “need to be seen as a normal thing to 
do”, and that they would prefer to use it in a closed room. Some 
coachees (P10, P14 [QT], P26 [M]) described “being seen going to 
the robot room” outside of the scope of this study as potentially 
having negative social consequences. Embarrassment has previ-
ously been shown to afect the choice to undertake counselling 
[24, 30]. Therefore, future research should examine how the social 
framing of the robotic coach (e.g., keeping it private vs. public) will 
impact coachees’ motivations for using it in the workplace. 

7 SUMMARY & FUTURE WORK 
In this paper, we presented the frst study that investigated the 
use of two diferent forms of robotic well-being coaches in the 

workplace. We conducted a longitudinal between-subjects study 
that involved 26 employees (coachees) who interacted with either 
a QT or Misty robot with a coach personality that led well-being 
practice sessions. We then investigated and provided results on: 
(1) the coachees’ perceptions of two robotic coaches’ forms; (2) the 
coachees’ perceptions of the robotic coaches’ personalities; and 
(3) the perceptions of the coachee-coach alliance after 4 weeks of 
well-being practice. 

Our work has several limitations. First, most of the literature 
conducted questionnaire-based studies where they evaluated robot 
form via static images. In this study, we refer to the term robot form 
as an overarching concept that includes all aspects of a robotic plat-
form (e.g., size, degrees of freedom in movement, motor noise, etc.). 
These platform characteristics could have confounded the study 
results. Second, we designed a coach personality for the robots 
grounding our design in the literature and suggestions from two 
well-being professionals. We were unable to fnd and use any spe-
cifc and purposeful tool to generate a robot personality. However, 
we found the well-being professionals’ suggestions were sufcient, 
as our results showed (i.e., the designed personality matched the 
perceived personality of the robotic coach). Future work should 
investigate other methods and tools for designing robotic coach 
personalities. Third, our study design included the creation of a 
specifc questionnaire—which has not been validated—to measure 
the perceived robot personality, as no standardised test to measure 
robot personality is currently available within the HRI community. 
Future work could design and validate new standardised measures 
and tests for assessing robot personalities. Our sample size could 
be seen as small, however, this work was a long-term in-the-wild 
mixed methods study, and the data acquired and analysed (1040 
minutes of recordings and 650 minutes of interviews) is not small, 
and is in line with past works in HRI [47]. Finally, the interactions 
were simplistic and pre-scripted, and not adaptive. This choice was 
deliberate, and was based on the human well-being coaches’ advice 
to adhere to the well-being practice (human coaches themselves 
follow a specifc structure and script). 

Despite these limitations, it is our genuine hope that the fndings 
and insights from this study will contribute to developing efective, 
autonomous, and engaging well-being coaches in the workplace. 
Our future work will certainly focus on these aspects, including 
the development of more sophisticated and adaptive robotic mental 
well-being coaches. 
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