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ABSTRACT 
Robotic well-being coaches have been shown to successfully pro-
mote people’s mental well-being. To provide successful coaching, a 
robotic coach should have the capability to repair the mistakes it 
makes. Past investigations of robot mistakes are limited to game or 
task-based, one-of and in-lab studies. This paper presents a 4-phase 
design process to design repair strategies for robotic longitudinal 
well-being coaching with the involvement of real-world stakehold-
ers: 1) designing repair strategies with a professional well-being 
coach; 2) a longitudinal study with the involvement of experienced 
users (i.e., who had already interacted with a robotic coach) to in-
vestigate the repair strategies defned in (1); 3) a design workshop 
with users from the study in (2) to gather their perspectives on the 
robotic coach’s repair strategies; 4) discussing the results obtained 
in (2) and (3) with the mental well-being professional to refect on 
how to design repair strategies for robotic coaching. Our results 
show that users have diferent expectations for a robotic coach than 
a human coach, which infuences how repair strategies should be 
designed. We show that diferent repair strategies (e.g., apologizing, 
explaining, or repairing empathically) are appropriate in diferent 
scenarios, and that preferences for repair strategies change during 
longitudinal interactions with the robotic coach. 

CCS CONCEPTS 
• Human-centered computing → User studies; HCI design and 
evaluation methods; • Computer systems organization → 
Robotics. 
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1 INTRODUCTION 
Robot mistakes and failures are a very well-known problem in 
the human-robot interaction (HRI) research community [15]. For 
example, robots can hit objects, interrupt people speaking, mis-
understand human speech, not respond to people, and experience 
Wi-Fi malfunctions [45, 50]. Therefore, designing repair strategies 
is extremely important for the success of the human-robot interac-
tion. Very recently, the HRI interest in applying and using robots 
as mental well-being coaches has increased. Robotic coaches for 
well-being have been examined for use at the workplace [2, 48], 
in public environments [3, 35], in a lab context [1, 6, 10], and for 
at-home use [24–26]. In these contexts, addressing the problem of 
robot mistakes by designing repair strategies is even more relevant 
for the success of the coaching practice and for making a step for-
ward towards the deployment of such robotic coaches in real-world 
scenarios. 

Past works have investigated the problem of repair strategies 
[11, 28, 44, 54] but they have several limitations. First, most of them 
are limited to game-based (e.g., [45]) or task-based scenarios (e.g., 
[28]), without exploring the extent to which those results may be 
applicable to other contexts, such as well-being coaching. Second, in 
most of these studies, the users interacted with the robot in a one-of 
interaction [45, 59]. This constrained the design of repair strategies 
to short-term interactions without considering longitudinal efects 
(i.e., how the users’ perceptions change over time). Third, most 
of the studies have been undertaken in the lab [28, 59], making it 
difcult to generalise these results to real-world settings. 

In this study, we sought to overcome those limitations by de-
signing repair strategies for robotic longitudinal well-being coach-
ing with the involvement of real-world stakeholders. To this end, 
we undertook a 4-phase design process in which we involved a 
professional mental well-being coach, and users who had already 
interacted with a robotic coach in their workplace. As a frst step, 
we designed a set of repair strategies together with the professional 
human coach, utilizing their expertise and experience. In the second 
phase, we deployed a robotic coach at a workplace and compared 
the two sets of repair strategies over four weeks by involving 12 
users who had already interacted with a robotic coach before. After 
the study, we informed the users of the study set-up, and asked for 
their feedback on the robot’s mistakes in a design workshop. Finally, 
we refected on the user study results and user insights with the 
professional coach from the frst phase, in order to further inform 
the design of repair strategies for robotic well-being coaches. 

This paper contributes to: 1) designing repair strategies appropri-
ate for robotic well-being coaching; 2) investigating the longitudinal 
efect of repair strategies; and 3) collecting user perspectives on 
robot mistakes and repair strategies in a real-world context. 
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Phase 1
Repair strategy design

Phase 2
User study

Phase 3
Design workshop with users

Phase 4

Coach reflections on user insights

Future work: Design new repair strategies informed by design process

Session 1

Scenario: The robot interrupts you 
(a first- time user) for the first time.
Why: The speech processing 
thought you had stopped speaking 
because you paused in your 
response.

EXAMPLE
Repair: Empathic, ask how person 
is feeling
Why: First time interruption so user 
is feeling unsure
Name: Minja

Scenario: The robot doesn't 
respond to you (a returning user) 
for 10 seconds for the third time in 
this session.
Why: The Wi- Fi is slow and the 
messages the robot is passing to 
generate a response are delayed.

Repair options:
Do nothing: This mistake does not require a repair
Empathic: Ask how the person is feeling after the mistake and acknowledge that feeling
Technical explanation: Explain to the user the cause of a specific error (e.g. Wi- Fi causing delay in robot response)
Instructions on use: Tell the user how they can avoid the error (e.g. speak closer to the microphone)
Other: [Fill in what you would like the robot to do]

Repair: ?
Why: ?
Name: ?

Repair: Technical explanation (in 
addition to brief apology)
Why: It helps to understand that 
the robot isn't being malicious, and 
that the problem is external to the 
robot and neither the robot nor the 
user can do anything about it.
Name: Lucy

Session 2 Session 3 Session 4 Session 8 Session 20

Scenario: The robot interrupts you 
(a returning user), for the second 
time in the session, when you are 
sharing an experience very 
enthusiastically.
Why: The microphone is not 
working well.

Repair: Technical explanation + 
opportunity to share again what 
you were saying
Why: Nice to get an explanation 
but no need for me to be 
distracted thinking about another 
topic (what I feel about this 
interruption). I just want to 
summarise my feelings again.
Name: Michelle

Repair: Apologise and say 'please 
continue'
Why: Don't want to forget the 
story!  Easy to take the lazier option 
and minimise details when having 
to repeat so better to try to get me 
to keep going.
Name: Jen

Scenario: The robot doesn't 
respond to you for 20 seconds for 
first time in this session.
Why: The connection to the service 
generating the robot's response is 
slow.

Repair: Simple apology
Why: I expect to wait sometimes... 
so it's totally fine I don't need to 
know why necessarily (vibe of 
making excuses for poor 
performance?)
Name: Michelle

Repair: Technical, Explain why it 
happened in more detail and 
mention that it will probably 
happen again
Why: Happening for the first time 
so it was strange. Knowing how to 
prevent it from happening would 
have helped in future sessions
Name: Daren

Repair: Empathic + technical 
explanation + instructions for use 
(if user can do anything about it)
Why: If it's true, it's an impressive 
capability, and good for users to 
know how to correct.
Name: Michelle

Repair: Technical - Mainly 
acknowledge the mistake, then try 
again/move on
Why: Mistakes happen, no reason 
to make it a big deal
Name: Paul

Repair: Technical Explain + 
Instructions
Why: It's the first time the user has 
seen this error, so they need to 
understand and know how / why to 
fix.
Name: Joe

Repair: Balanced empathic and 
non- empathic (acknowledge the 
error and keep going)
Why: Acknowledging the error 
shows the robot is on top of 
things/remains the expert in the 
room, but also maintains 
momentum of the session.
Name: Jen

Repair: Technical explanation / 
instructions for use
Why: Since this is a first time use, 
there, it's likely the set- up isn't 
optimal so helping the user to 
improve / fix will help in the 
future. It may also be worth 
pointing out to the user in a semi- 
empathetic way that "these things 
may happen, and if they happen 
again I'll let you know" or 
something like that, so that the 
user doesn't get surprised by any 
future / repeated mistakes and to 
set expectations.
Name: Robert

Repair: Technical 

Repair: Apologise briefly but no 
explanation or other repair needed
Why: Doing more than this causes 
unnecessary interruption. A brief 
apology and then moving on is 
what i'd expect of a human in this 
scenario
Name: Lucy

Repair: Technical explanation
Why: A first error probably doesn't 
need an instruction to fix yet - 
allows for the user to self- correct 
initially
Name: Martin

Repair:Technical
Why: Explain there has been a 
glitch and what to do to correct it
Name:Jason

Repair: Instructions and technical
Why: Might be helpful at this stage 
to give the user a reason and a few 
useful prompts of ways they could 
optimise the interaction, if there's a 
physical/technical problem
Name: Martin

Repair: Brief Technical 
Explanation
Why: The user knows what the 
error is as it's happened multiple 
times but their repair attempts 
haven't worked so more 
instructions to fix are unlikely to 
achieve the fix - but should 
acknowledge in a small way the 
error.
Name: Joe

Repair: Technical explanation + 
apology
Why: Set expectations for the rest 
of this current session. This 
expectation probably won't carry 
over to other sessions as it's a 
temporary problem.
Name: Michelle

Repair: Empathetic + Technical - 
Keep the user informed
Why: At this point the user is 
probably annoyed, so both keep 
them informed allow them a 
chance to voice their frustration
Name: Paul

Repair: Empathetic and technical 
explanation
Why: I think at this point, since it has 
happened 3 times, I would start to get 
annoyed. So empathy would make me 
feel validated. A technical explanation 
then would allow me to potentially have 
control over the solution and also have 
empathy for the robot.
Name: Emma

Repair: Technical explanation and 
possibly (once issue is fixed) 
something to "restart" the session 
(the flow is probably broken)
Why: As a user, I'd probably be 
quite worried that something had 
seriously gone wrong so some 
pointers how to fix it would be 
good. 10s is quite long, so maybe 
a "holding response" would also 
help to avoid too much awkward 
silence
Name: Robert

Repair: Empathic and technical
Why: To know that the robot isn't 
just ignoring what I'm saying, and 
understand that there is a recurring 
technical issue
Name: Daren

Repair: Instructions on use
Why: This is a problem which is 
fixable by the user, but they might 
not realise that by themself, so 
pointing this out could make the 
rest of the session run more 
smoothly. This is also what i'd 
expect of a human counsellor etc 
in this situation.
Name: Lucy

Repair:  short apology
Why: It's the 3rd time so don't 
need to get into a detailed 
discussion
Name: Jen

Repair: Empathic and 
instructional
Why: Need to acknowledge that 
the user was enthusiastically 
responding, and apologise for the 
 interruption. Then give 
instructions to solve it so it 
doesn't happen again. BUT NOT 
ASKING HOW IT MADE YOU FEEL!
Also, maybe come back to the 
same question later to recap and 
fill in the  gaps
Name: Martin

Repair: Instructions + maybe a 
quick mic test?
Why: No strong opinions, not really 
sure what is best
Name: Paul

Repair: Empathy + Technical Explanation 
+ instructions
Why: Again, it would provide validation 
to the users feelings, provide insight 
into the robots issues to allow the user 
to have empathy, and instructions 
would give me a sense of control over 
the situation. 
Name: Emma

Repair: Instructions on use
Why: The user should know what 
the error is so doesn't need the 
explanation - but it's a 
straightforward fix to improve the 
quality of the rest (and majority of) 
the session.
Name: Joe

Repair: Technical explanation (in 
addition to brief apology) plus 
stating that they've reported the 
problem to whoever controls the 
robot
Why: It helps to understand that 
the robot isn't being malicious, 
and that the problem is external 
to the robot and neither the robot 
nor the user can do anything 
about it. It is also reassuring to the 
user that someone might be able 
to fix the problem so it doesn't 
recur in future sessions.
Name: Lucy

cOULD BE A MIXED RSPONSE AS IN 
IF IT HAPPENS MORE THAT ONCE 
SAY SORRY  AND ASK HOW THE 
PERSON IS FEELING. THEY MAY 
WANT TO VENT THEIR 
FRUSTRATION
jASON

Probably use to the technical glitches by 

Repair: Empathic, technical and 
instructions
Why: Understanding why it keeps 
happening and how to remedy 
would make the session better, the 
interruptions can be annoying
Name: Daren

Repair: Technical explanation and 
apology / motivation if possible.
Why: This seems like something 
that should be easily fixable *if* 
the source of the fault is reliably 
known - e.g. "move the 
microphone closer". Not sure how 
to restore the "enthusiasm" 
though after the interruption, 
presumably the not- working mic 
meant the robot didn't know 
about the enthusiasm in the first 
place. But if there is any 
information, it might be good to 
reference it, e.g. "can you please 
repeat what you said about such- 
and- such"
Name: Robert

Repair: Technical explanation
Why: It's an error that's outside of 
the user control and not really 
something they can fix - user 
should decide if they want to 
continue with the session.
Name: Joe

Repair: Do nothing

Repair: Brief apology and technical 
explanation
Why: It's ok to wait a few seconds, 
but knowing that it was a technical 
issue would help make it less 
awkward. User could think that the 
robot is expecting to hear more 
before responding
Name: Daren

Probably use to this issues by now so a 
quick appology and what ever trouble 
shooting is necessary will do

Jason

I AGREE (Michelle)

Yes, me too (Lucy) especially because in this application, it's not so critical that the robot has 
genuinely heard and understood everything the user has said. It's more important that the 
user gets their story out in a way that is helpful for them.

Probably use to the technical glitches by 
now  so whilst I might have lost my train of 
thought  just telling n=me to adjust the 
mike would be ok.

Jason

Repair: Brief technical explanation
Why: We know each other very well 
now... let's cut through the niceties 
and get on with this!
Name: Martin

Repair: Technical explanation 
and/or go to an offline routine?
Why: Not sure what's better, 
having someone wait a very long 
time or doing a scripted routine
Name: Paul

Repair: Intermediate response / 
technical explanation
Why: 20s is a very long time, so 
having some response before 
then (e.g. "I'm thinking about this") 
could be helpful to avoid the 
awkward silence. Again of course, 
if we know what the issue is and 
how to prevent it from 
reoccurring, a technical 
explanation might help
Name: Robert

Scenario: The robot repeatedly 
asks to re- phrase what the user 
was saying
Why: robot does not understand 
the user's accent / sounds from 
microphone too quiet to process 
properly / genuine issues with 
extracting key information from 
the user's statement (e.g. due to 
complexity of sentences, 
vocabulary used, etc)
Name: Robert

Scenario: The robot 
misunderstands you (a returning 
user) for the sixth time in this 
session
Why: The speech recognition 
system doesn't work for your 
voice/accent
Name: Lucy

Scenario: after an interruption, 
asked me to repeat my example 
and then asked me to repeat again
Why: ?
Name: Jen

Scenario: Lag between robot 
stopping speaking and starting to 
listen (click!) - and user starts 
speaking too soon
Why: Upload/download speed to 
slow, and user not yet alert to the 
behaviour
Name: Martin

Scenario: Takes a while (>30 sec) to 
respond to user after user tells 
lengthy personal response.
Why: lag with query to chatgpt 
API.
Name: Emma

Scenario: Asked a really generic question 
"why do you feel this way?" or smth (very 
very small error compared to others but I 
was actually a bit disappointed because by 
then I was used to it asking me great, 
insightful questions like "what other 
dishes do you like to cook apart from 
chicken satay?")
Why: Idk, I guess it's just the way the API 
worked then
Name: Michelle

Scenario: As a returning user, the 
robot goes off- topic for the first 
time stating "As an AI Language 
Model..."
Why: LLM losing context / giving 
poor response
Name:  Joe

Scenario: Robot doesn't repeat 
itself
Why: Human wasn't paying 
attention and asks the robot to say 
its question again
Name: Paul

Scenario:Robot pauses after user 
spoke, then says that it did not hear 
and asks user to repeat
Why:
Name: Daren

Scenario: repeatedly asked to 
repeat the same information over 
and over again and again as if 
stuck on a loop
Why: My solution would be IT 101 
turn it off and back on again to see 
if it reboots! Jason

Scenario: Robot asks question 
which throws the user off train of 
thought or down less useful 
trajectory of discussion (e.g. "what 
wood did you use to make your 
workbench?")
Why: Language model picks up on 
wrong sentiment is user speech
Name: Martin

Scenario: The robot interrupts 
you (a returning user) for the third 
time in this session, whilst 
apologising for interrupting you 
the previous time
Why: idk ¯\_( )_/¯
Name: Lucy

Goal: Define two sets of repair strat-
egies to compare in a user study
Methdology: 2 discussions with a 
professional coach

Goal: Examine user perceptions of 
robotic coach, and empathic and 
non empathic repair strategies
Methdology: Between-subjects 
user study (n = 12) over four 
weeks at a workplace

Outcome:
Two sets of repair 
strategies: empathic 
and non-empathic

Outcome:
Coach reflec-
tions on user 
insights to 
inform the 
design and 
use of specific 
repair strate-
gies in robotic 
well-being 
coaching

Outcome:
While quant. data 
shows preference 
for empathic strat-
egies, users had 
varied preferences 
which need more 
investigation

Outcome:
Insights on what 
mistakes users 
experienced, and 
what repair strat-
egies they prefer 
when those mis-
takes happen

Goal: Receive user feedback 
on when specific repair strate-
gies are appropriate
Methdology: Online design 
workshop with Miro board

Goal: Reflect on user in-
sights with professional 
coach
Methdology: Online dis-
cussion with the coach

Figure 1: A timeline of the four study phases with their goals, methodologies, and outcomes that steered the next phase. 

2 RELATED WORK 
Well-being Coaching and Mistakes. While there is no single defni-
tion of well-being [36], we focus on the defnition of well-being as 
positive psychological functioning [42]. Mental well-being coach-
ing aims to support coachees to thrive in their life [21] and improve 
positive psychological functioning [53]. Positive psychology coach-
ing in particular aims to help coachees to focus on positive aspects 
of their life [46], through exercises where the coachee e.g. focuses 
on experiences where they felt grateful, in order to enhance positive 
memories and goal attainment [13, 58]. During coaching, difcul-
ties with the coach, such as the coach being vague or not sensitive 
or supportive enough, not being fexible, and struggling with the 
concepts of coaching, can disrupt the coach-coachee relationship 
[8]. Such issues can negatively impact the alliance between the 
coach and coachee [43], and as such disrupt the interaction [12]. 
Resolving such mistakes is important so that the coachee can gain 
the maximum positive impact from coaching. 
Robotic Coaching. In a workplace coaching context, robotic forms 
have been compared, fnding preference for a toy-like robot [48]. In 
public settings, robots have been used to conduct group Mindfulness 
sessions [3], fnding that robots can be helpful but need to be more 
responsive; and to conduct private deep-breathing sessions at a 
health centre [35], fnding that participants successfully completed 
deep breathing exercises with the robot. Finally, in home contexts, 
a robotic coach has been deployed in several at-home studies [24– 
26], fnding that users’ well-being improved, and that the robot 
was perceived more positively when it related to the user as a 
companion rather than a coach. While these studies all examined 
robotic coaching in diferent contexts, none of them focused on 
the examination and repair of robot mistakes during coaching. 
Spitale et al. examined how users expressed their behaviour during 
the mistakes a robotic coach makes [50], however they did not 
examine what repair strategies robotic coaches should use when 
they make mistakes. In this study, we present the frst steps into 
examining what repairs are applicable to robotic well-being 
coach mistakes. 
Robot Mistakes and Repairs in HRI. Within the context of social in-
teractions, past works have focused on understanding robot failures 
to improve various aspects of human perception towards robots, 
such as trust [20]. Correia et al. explored how technical failures of 
an autonomous social robot afects trust during a HRI collaborative 
scenario [11]. Their results showed that a faulty robot is perceived 
as signifcantly less trustworthy. Analogously, van Wareven et al. 

investigated the efect of robot failure severity on participants’ sub-
jective rating of the robot in a room-escape scenario [54] and found 
that the severity afects the faith participants had on robots in future 
scenarios. Salem et al. explored how robot mistakes afect trust-
worthiness and acceptance in human-robot collaboration [44], and 
showed that subjective perceptions of the robot and assessments of 
its reliability and trustworthiness has been signifcantly afected 
by the robot’s performance. Robot mistakes and repair strategies 
have been largely examined in the context of task-based interac-
tions. Kontogiorgos et al. examined a Furhat robot simulating errors 
during Wizard-of-Oz cooking instructions [28–30], fnding that par-
ticipants responded most positively through non-verbal responses 
to a robot’s explanations. Esterwood and Robert also found that 
explanations were the most efective strategy for trust repair after 
repeated mistakes in a box sorting task [14, 16]. Additionally, Sebo 
et al. found that a robot’s apology was a more efective trust repair 
strategy than denial during a game [45]. However, these studies 
did not examine the longitudinal efects of diferent repair 
strategies. 

3 DESIGN PROCESS OVERVIEW 
This work aims to understand how a robotic longitudinal well-being 
coach could repair mistakes during coaching. We have undertaken 
a design process that included four phases depicted at glance in Fig. 
1: (Phase 1) repair strategy design, (Phase 2) user study, (Phase 
3) design workshop with users, and (Phase 4) coach refections 
on user insights. Each phase was informative for the following 
one, and we set our goals every step of the way during the design 
process. 

Phase 1 aimed at designing two sets of repair strategies for 
robotic longitudinal well-being coaches. To accomplish this, we 
frst discussed with a professional well-being coach the robot mis-
takes in well-being coaching (Discussion 1), and we then defned 
with them potential repair strategies (Discussion 2), as detailed in 
Section 4. The results of this design phase were the formulation of 
empathic and non-empathic repair strategies. Building upon these 
results, Phase 2 aimed at investigating the user perception towards 
a robotic coach that used empathic and non-empathic repair strate-
gies in a user study, as described in Section 5. We found that users 
had various opinions and preferences towards empathic and non-
empathic conditions, opening up further investigation. Hence, we 
designed Phase 3 as a design workshop with users of the study to 
better understand the appropriateness of each repair strategy in 
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diferent scenarios, as detailed in Section 6. The workshop results 
showed that diferent repair strategies may be preferred depending 
on what errors the users experienced, and personal preferences. 
Finally, we involved the mental well-being coach from Phase 1 in 
Phase 4 to gather their feedback and refect on the fndings from 
Phase 2 and Phase 3, as reported in Section 7. 

4 PHASE 1: REPAIR STRATEGY DESIGN 
In Phase 1, we set out to understand how to design repair strategies 
for robotic coaches, i.e., what a robot should say when it makes a 
mistake. To do this, we had two discussions with a professional well-
being coach, in order to fnd out how they repair mistakes during a 
coaching session, and to design appropriate repair strategies for a 
robotic well-being coach with the professional coach. 

DISCUSSION 1: Robot Mistakes 
In this frst 2-hour discussion with a professional well-being coach, 
we followed a structure consisting of four parts: 1) show the coach 
videos of a robotic coach interacting with participants, and in-
stances of interaction ruptures; 2) ask the coach what the robot 
did wrong; 3) ask the coach how the robot should attempt to re-
pair those situations; and 4) how these repair strategies should 
best be deployed in a user study. Below, we detail each part of the 
discussion. 
1) In our previous study [48], we collected video recordings of 
coachees interacting with a robotic coach in a workplace setting, 
and subsequently analyzed interaction ruptures, i.e. instances where 
the robotic coach made mistakes and/or where coachees felt awk-
ward [50]. We used this video data, and selected short clips that 
contained instances of interaction ruptures (as annotated in [50]). 
We showed 6 clips in total, ranging from 22 seconds to 2 minutes 
and 20 seconds. 
2) The coach noted that the robot’s main mistakes were interrupting 
the coachee, and not providing a response for a long period of time. 
Additionally, the robot did not respond appropriately to the content 
of the user’s speech. In the videos from our previous study [50], 
the robot was responding in a pre-scripted manner, which was a 
barrier to generating appropriate responses on the go. 
3) The coach mentioned that initially, the robot should apologize 
for the mistake it has made, and then identify what mistake has been 
made (e.g., “Oh, sorry, I think I interrupted you.”), as that is what 
they would do as a coach in a session. Robot apologies have also 
been previously used to repair trust in human-robot interactions 
[40]. The coach suggested that after the apology, the robot should 
then acknowledge its limitations as a robot: the robot should explain 
why a mistake happened, or give its best guess of the technical fault 
if there is no defnitive information (e.g., “The Wi-Fi is not working 
well.”); and the robot should emphasize its intent to improve (e.g., 
“I’m trying to improve.”), since self-awareness of robot limitations 
could put people at ease. 
4) In order to examine users’ perceptions of a robotic coach’s repair 
strategies, we discussed with the coach whether the robot should 
make intentional mistakes during a coaching session, and then 
deploy the repair strategies defned above. We decided to examine 
the most common mistakes of the robot, i.e., interrupting and not 
responding, which we identifed from the videos. In order to collect 

repair strategies with the structure defned above, we scheduled a 
second discussion with the coach. 
Outcome: Identifying common robot mistakes during coaching 
interactions (interrupting and not responding), and creating the 
structure for repair strategies (apology, explanation, and intent to 
improve). 

DISCUSSION 2: Repair Strategies 
In this 1.5-hour discussion, we used bodystorming [38], i.e., we 
simulated an interaction with the robotic coach by asking the pro-
fessional coach to act as the robotic coach, and two researchers 
acting as coachees. We did this in order to experience the coach-
ing session, the mistakes, and the perception of the planned repair 
strategies from the perspective of the coachees. In preparation for 
the discussion, we adapted four existing well-being exercises with 
the coach: (1) savouring, where the coach asks the coachee to refect 
on a positive memory in the recent past ([47]); (2) gratitude, where 
the coach asks the coachee to think of things they were grateful 
for ([18]); (3) accomplishments, where coachees refect on accom-
plishments ([18]); and (4) one door closes one door opens, where 
coachees think of a time when a door closed (i.e., they missed out 
on an opportunity), and what doors opened as a result (i.e., new 
opportunities arose), in order to cultivate optimism ([27]). 

During the bodystorming, we asked the coach to act as a robot 
and intentionally interrupt and not respond to the researchers, and 
then use the repair strategy we designed (see Sec. 4) in Discussion 
1 (i.e., apology, explanation, and intent to improve). We provided 
the coach with a list of causes for robot errors such as interrupting 
and not responding, to use in their explanation: microphone fault, 
processing error, slow Wi-Fi, and error in speech understanding. 

We structured the 1.5-hour session as follows: 1) 30 minutes of 
coaching, mistakes and repair strategies with 15 minutes per each 
researcher while the other took notes; 2) 15 minutes of discussion; 
3) 30 minutes of coaching, mistakes and repair strategies with 15 
minutes per researcher while the other took notes; and 4) 15 minutes 
of discussion. We detail each part of the discussion below. 
1) The coach conducted each exercise with the two researchers, 
acting as the robotic coach, and asked for 2 instances of positive ex-
periences during each exercise (e.g., 2 moments when the coachee 
felt grateful). During each instance, the coach made a mistake (not 
responding or interrupting), and then used a repair strategy (apol-
ogy, explanation, and intent to improve). We collected 8 diferent 
phrasings of repair strategies in this manner. 
2) After the frst half hour, both researchers and the coach had a 
discussion on how the session went. Both researchers noted that 
despite the employed repair strategies, they did not feel understood 
or listened to, and that the coach did not understand how they felt. 
The coach also mentioned that it could be helpful to ask the coachee 
how they felt after the coach made a mistake. Both researchers noted 
that the coaching interaction appeared awkward. We decided that 
to resolve these issues (which have also been previously reported in 
robotic coaching [1, 3, 48]), the robotic coach should be empathic. 
In fact, empathic communication in a therapeutic context can help 
a client feel listened to, understood and accepted, and have their 
feelings validated—improving outcomes for well-being [23, 56]. 
Empathy can also be conducive to resolving afective ruptures in 
interpersonal interactions [17]. The coach suggested that we amend 

15



HRI ’24, March 11–14, 2024, Boulder, CO, USA Minja Axelsson, Micol Spitale, and Hatice Gunes 

the repair strategy structure to be empathic as follows (additions 
in bold): apology, ask for user emotion, empathize with user 
emotion, reassure user, explanation, and intent to improve. 
3) For the second 30-minute coaching session, each researcher again 
did two exercises with the coach. This time, the coach used the 
empathic repair strategies as designed above. Again, the coach 
administered each of the four exercises, with 2 instances of each, 
resulting in 8 diferent phrasings of empathic repair strategies. 
4) In the fnal discussion, we found that the coach felt the empathic 
strategies better suited a robotic coach, and the researchers felt 
listened to and heard, and that the coach understood how they felt. 
The researchers also observed that the interaction appeared less 
awkward. We concluded that in order to examine how empathy 
impacts users’ perceptions of repair strategies, we should con-
duct a between-subjects study comparing the two diferent types of 
repair strategies (empathic and non-empathic). We also discussed 
that in order to investigate how users’ opinions of robotic coach 
repair strategies evolve over time, the study should be longitudinal. 
Outcome: Study design of comparing empathic and non-empathic 
repair strategies, and 8 phrasings of each type of repair strategy. 

5 PHASE 2: USER STUDY 
In order to examine the empathic and non-empathic repair strate-
gies defned in Phase 1 (Sec. 4), we conducted a longitudinal user 
study where the robot executed those repair strategies (Phase 2 in 
Fig. 1). The study design, the experiment protocol, and the consent 
forms were approved by the Ethics Committee of the Department 
of Computer Science and Technology, University of Cambridge. 

5.1 Protocol & Questionnaires 
We conducted the study over four weeks, with one well-being 
exercise (a maximum of 10 minutes) administered by the robotic 
well-being coach per week. Users interacted with the robot at their 
workplace, in a room reserved for the study, with the robot standing 
on a table 1.5 meters away from the user, and the user sat at a chair 
next to the table. After each interaction, users flled in a PANAS 
questionnaire about their positive and negative emotions [55], RoPE 
questionnaire about the user’s perception of the robot’s empathy [9], 
RoSAS about the user’s perception of the robot’s social attributes 
[7], and the MDMT questionnaire about trust in the robot [34]. At 
the end of the study, users took part in a semi-structured interview 
about their overall experience with the robot (15-20 minutes). This 
interview had two parts: one with general questions about the robot, 
its mistakes and repair strategies; and one after disclosing the study 
protocol and the pre-planned mistakes to the user, followed by 
questions about the robot’s mistakes and repair strategies. Interview 
questions are reported in the Supplementary Material (Sec. 1). 

5.2 Users 
The users (� = 12) were recruited from the host company called 
Cambridge Consultants Inc., and had previously interacted with a 
robotic well-being coach in a 4-week study [48], where they expe-
rienced commonly known robot errors (such as interruptions and 
slow responses). We selected these experienced users in order to to 
mitigate the novelty efect [4], so that we could engage users in a 
critical discussion about the robot’s mistakes and repair strategies 

after the study, which would not be infuenced by the novelty of 
a robotic well-being coach. Users were also screened for anxiety 
(GAD-7 questionnaire) [57] and depression (PHQ-9 questionnaire) 
[31]. We chose this screening in order to not use a robotic coach 
with a clinical population, which we do not consider ethical prior 
to thorough examination with a non-clinical population. The users 
were split into two groups (� = 6 per condition), one group experi-
encing the empathic repair strategy condition, and the other the 
non-empathic repair strategy condition. 1 user was aged 18–25, 4 
were aged 26–35, 3 were aged 36–45, and 4 were aged 46–55. 3 users 
were female, 1 non-binary, and 8 male. Minority genders (female 
and non-binary) were balanced across conditions, with 2 in each 
condition. Users rated their previous experience with social robots 
as (� = 3, �� = 1.044) on a scale from 1 (lowest) to 5 (highest). 
All users were native or fuent speakers of English, and all had an 
Undergraduate, Master’s, or PhD degree. The users’ demographics 
refect the demographics of the host company Cambridge Consul-
tants Inc., and as such have the distribution of the ages, genders, 
and degree statuses as described. 

5.3 Robot Platform and Architecture 
We used the QTrobot by LuxAI S.p.A.1—a 90 cm tall, tabletop child-
like robot with static legs, 4 degrees of freedom (DOF) arms, 2 DOF 
neck, and a screen face. We chose this robot as it has been previously 
used successfully as a robotic coach [3, 48]. The fully autonomous 
robotic coach was implemented using our newly developed VITA 
system [49], a multi-modal LLM-based system for longitudinal and 
adaptive robotic mental well-being coaching, that is open source 
leveraging on the HARMONI framework [51]. 

5.4 Exercises 
The robotic coach administered a diferent Positive Psychology exer-
cise each week, one per week. The robotic coach delivered the same 
four exercises used during Discussion 2 described in Section 4. Each 
exercise consisted of the robot asking for two diferent examples 
from the users, and two follow-up questions per example. Follow-
up questions were generated by sending the user’s utterance in 
response to the robot’s questions to ChatGPT gpt-3.5-turbo model 
via OpenAI APIs2. We used ChatGPT to generate follow-up ques-
tions, in order to minimize the impact of a pre-scripted robot not 
responding appropriately, which was a mistake the coach identifed 
from the robotic coach videos in Phase 1 (Sec. 4). 

5.5 Administered Robot Mistakes and Repairs 
Each week, the robot was pre-programmed to make two mistakes, 
each during one of its utterance turns during the interaction. While 
the conversational fow itself was automated (as described in Sec. 
5.4), this conversational fow was interrupted at pre-determined 
times to administer the mistake and the repair. The timing and 
type of mistake was counterbalanced across the sessions to avoid 
repetitiveness (each timing and type is listed in Tables 1, 2 and 3 
in the Supplementary Material). These mistakes were either inter-
rupting the user (3-7 seconds into the user’s speaking turn), or not 
responding to the user for a longer period of time (12-18 seconds). 

1https://luxai.com/
2https://platform.openai.com/ 
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These mistakes were chosen since they were the most common mis-
takes in robotic well-being coaching, as identifed from watching 
the robotic coaching videos with the professional coach in Phase 1 
(Sec. 4). The robot made these mistakes at diferent stages (either 
after initially explaining the exercise, or when asking the follow-up 
questions). The mistakes were distributed as follows: (Session 1) 
interrupting and not responding, (Session 2) interrupting twice, 
(Session 3) not responding twice, (Session 4) not responding and 
interrupting. 

5.6 Study Conditions 
Our two study conditions for the between-subjects study were the 
robot administering either empathic repair strategies, or non-
empathic repair strategies. The repair strategies were deployed 
whenever the robot made a pre-planned mistake, and were con-
structed together with the professional well-being coach. 

The basic structure of both conditions was defned together with 
the professional well-being coach, to include an apology, a technical 
explanation for why the error occurred (realistic explanations for 
why each type of mistake typically occurs in HRI—e.g., microphone 
or Wi-Fi malfunction [50]), and intent to improve (to reassure the 
user). In the empathic condition, the robot would also ask the user 
about the emotion they were experiencing due to the mistake, cog-
nitively empathize with the emotion [5] (i.e. repeating the emotion 
of the user to acknowledge it), and afectively reassure them [39] 
(aiming to reduce worry and to reassure the user that the robot 
is attempting to listen to them). To cognitively empathize and af-
fectively reassure the user, the user’s utterance in response to the 
robot’s question about how they were feeling was sent to ChatGPT 
gpt-3.5-turbo model via OpenAI APIs, and ChatGPT was prompted 
to return the utterance’s emotional valence (positive, neutral, or 
negative), and the specifc emotion (repeated back to the user 
by the robot when ChatGPT returned the utterance’s emotion as 
negative, to acknowledge it). 

5.6.1 Repair Strategy Construction. The repair strategies and exam-
ples of each were constructed (with diferences between conditions 
italicized) with the following structure. The specifc wording of 
each repair strategy was diferent, and was based on the profes-
sional coach’s phrasing. A full list of all repair strategies is made 
available in Supplementary Material (Sec. 2). 
Non-empathic: Apology, explain technical error, intent to improve, 
ask for repetition of user’s previous utterance 
Example: “Oh, sorry, I think I interrupted you. My microphone 
isn’t working well today. I’m trying to do better. Could you repeat 
what you were saying before I interrupted you?” 
Empathic: Apology, ask for user emotion, cognitively empathize with 
user emotion[5], afective reassurance[39], explain technical error, 
intent to improve, ask for repetition of user’s previous utterance. 
Example: “Oh, sorry, I think I interrupted you. How did me inter-
rupting you make you feel?” 

→ Negative user feeling description: 
“I’m sorry, I understand it can make you feel <feeling [e.g., awk-

ward]> when I make mistakes. My intention is to listen to what you 
are saying, but sometimes I experience errors. My microphone isn’t 
working well today. I’m trying to do better. Could you repeat what 
you were saying before I interrupted you?” 

Questionnaire Measure Empathic Non-Empathic Average 

WAI-SR [37] Goal-subscale ↑ M = 7.500, SD = 1.225 (� = 5.667, �� = 1.506) (� = 6.583, �� = 1.621)
WAI-SR [37] Task-subscale ↑ M = 14.000, SD = 2.098 (� = 8.167, �� = 2.714) (� = 11.083, �� = 3.825)
WAI-SR [37] Bond-subscale ↑ M = 31.333, SD = 4.761 (� = 21.333, �� = 7.340) (� = 26.333, �� = 7.878)
WAI-SR [37] Alliance total ↑ M = 31.333, SD = 4.761 (� = 21.333, �� = 7.340) (� = 26.333, �� = 7.878)
SUS [19] Usability total ↑ M = 3.500, SD = 1.517 (� = 2.500, �� = 0.837) (� = 3.000, �� = 1.280)
(C) - Understand What I said ↑ M = 3.500, SD = 1.517 (� = 2.500, �� = 0.837) (� = 3.000, �� = 1.280)
(C) - Understand How I felt ↑ M = 2.500, SD = 1.643 (� = 1.500, �� = 0.837) (� = 2.000, �� = 1.349)
(C) - Understand Adapted ↑ M = 3.500, SD = 1.055 (� = 3.000, �� = 0.894) (� = 3.25, �� = 1.055)
(C) - Mistakes Made mistakes ↑ M = 4.8.333, SD = 0.408 (� = 4.500, �� = 0.837) (� = 4.667, �� = 0.651)
(C) - Mistakes I understood why ↑ M = 4.167, SD = 1.170 (� = 3.667, �� = 1.033) (� = 3.917, �� = 1.084)
(C) - Mistakes Irritation ↓ (� = 3.167, �� = 1.329) M = 4.167, SD = 1.169 (� = 3.667, �� = 1.303)
(C) - Mistakes Disruption ↓ (� = 3.667, �� = 1.506) M = 4.500, SD = 0.837 (� = 4.083, �� = 1.240)
(C) - Mistakes Repaired – M = 3.167, SD = 1.412 M = 3.167, SD = 0.983 M = 3.167, SD = 1.193 
(C) - Repairs Appropriate ↑ M = 3.333, SD = 1.211 (� = 3.000, �� = 1.095) (� = 3.167, �� = 1.115)
(C) - Repairs Appropriate amount ↑ M = 3.333, SD = 1.033 (� = 2.833, �� = 0.753) (� = 3.083, �� = 0.900)
(C) - Repairs Right time ↑ M = 2.833, SD = 1.170 (� = 2.500, �� = 1.049) (� = 2.667, �� = 1.073)
(C) - Repairs Empathic ↑ M = 3.667, SD = 1.366 (� = 2.833, �� = 1.330) (� = 3.250, �� = 1.357) 

Table 1: Post-study quantitative measures (higher measures 
bolded). (C) denotes a custom question. Arrows illustrate 
where positive changes occurred in the empathic condition. 

→ Positive or neutral user feeling description: 
“Thanks for being understanding. My intention is to listen to what 

you are saying, but sometimes I experience errors. My microphone 
isn’t working well today. I’m trying to do better. Could you repeat 
what you were saying before I interrupted you?” 

5.7 User Study Findings 
5.7.1 Data Analysis. Due to the sample size for a between-subjects 
study, we use descriptive statistics to describe the quantitative difer-
ences between user groups’ perceptions of the empathic and non-
empathic repair strategies, as well as the longitudinal perception 
of the repair strategies. For qualitative analysis, we use Framework 
Analysis [52], consisting of the steps of: (1) familiarization with 
the data, (2) identifying a thematic framework, (3) indexing, (4) 
charting the data, and (5) interpretation of the data. 

5.7.2 Qantitative Results. We present these results to contextu-
alize our qualitative results, as well as the user design workshop 
(Sec. 6) and coach feedback (Sec. 7) fndings. As described in Sec. 
5.1, we administered questionnaires after each session, and after 
the four sessions of the study. We also measured users’ well-being 
with Ryf’s well-being questionnaire [42] pre- and post-study (min.: 
18, max.: 108). The median of well-being was Empathic: ((��� = 
100, ���� = 105)); Non-empathic: ((��� = 90.5, ���� = 92.5)). These 
results confrmed our expectations of no signifcant impact on well-
being, due the negative impact of the planned mistakes on the 
coaching experience, as well as the screened user group with high 
levels of well-being to begin with (see Sec. 5.2). 

We present post-study quantitative measures in the Table 1. As 
post-study measures, we administered the WAI-SR (Working Al-
liance Inventory Short) questionnaire [37] to measure user alliance 
with the robotic coach, and the SUS (System Usability Scale) ques-
tionnaire [19] in order to examine users’ perceptions of the robotic 
coach between conditions. Additionally, we administered custom 
questions on a Likert scale from 1 (lowest) to 5 (highest), about 
the robot’s understanding of what the user said, felt, and how it 
adapted to them; the robot’s mistakes in terms of whether it made 
mistakes, whether the users understood why it made mistakes, were 
irritated by the mistakes, the session was disrupted by the mistakes, 
and whether the robot repaired the mistakes; and on the repairs in 
terms of how appropriate they were, how appropriate the amount 
of repairs was, whether the repairs were administered at the right 
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Figure 2: Longitudinal trends of quantitative measures in 
users’ experiences of empathic and non-empathic repairs. 

time, and whether the repairs were empathic. The data indicates 
that the robot was perceived slightly more positively in the em-
pathic condition for alliance, usability, understanding, and success 
of repairs than in the non-empathic condition. For mistakes, the 
robot was also perceived more positively, with users better under-
standing why the robot made mistakes, and feeling less disrupted 
and irritated. 

We fnd the longitudinal quantitative data from week-by-week 
measures to be a useful indicator of users’ experience. We calcu-
lated the median for each measure (reported in Sec. 5.1) for each 
week, within each condition group and across all users. Our data 
show decreasing trends across all users and within both conditions 
throughout the weeks (Fig. 2) for trust in the robot (MDMT), robot’s 
perceived empathy (RoPE), and a similar trend for the empathic con-
dition for the robot’s social attributes (RoSAS). These data indicate 
that over time, the users’ experience with the robot was decreasing 
in quality. The qualitative data in the next section (Sec. 5.7.3) helps 
understand why this may be the case. Mood (PANAS) measures 
remained relatively stable across the weeks, with the non-empathic 
group experiencing lower mood throughout. Together with the 
other measures, this may indicate a more negative experience with 
the robot in the non-empathic condition. 

5.7.3 Qalitative Results. We analysed our qualitative results with 
Framework Analysis [52], to examine users’ longitudinal experi-
ences, and the two condition groups (empathic and non-empathic). 
We present quotes related to these themes in the Supplementary 
Material (Sec. 3). For instance, some users called the empathic strate-
gies of the robot “caring” (P20) and that it “adapted to the sentiment” 
they were feeling (P01), but that the empathy became less genuine 
over time (P01) and was “a bit over the top” (P05). Some users stated 
a preference for not needing empathy in a robot: “it felt too much 
like a machine and empathy doesn’t apply” (P02). 

In terms of longitudinal experiences, users noted that in the ini-
tial weeks, they were trusting of the robot recognizing its mistakes, 
and of its repairs. However, this trust decreased throughout the 
weeks, as shown by quantitative (Fig. 2). For instance, explanations 
were viewed as helpful to understand the robot was not “broken” 
(P09), however users noted that the robot’s explanations seemed less 

genuine towards the end of the study and felt like “excuses” (P11). 
In fact, some users noted that repairs “made [the interaction] worse” 
(P04), disrupting the interaction. The repetitiveness of the repairs 
was also viewed as disruptive, and that they were not “meeting my 
needs, as in not understanding” (P06). 

The challenges for repair strategy design found by this analysis 
are 1) users become less receptive to the repair strategies over time, 
2) users’ personal preferences for repairs (especially empathic vs 
non-empathic repairs), and 3) repairs are sometimes helpful but 
sometimes disruptive. Users had extensive feedback on how repair 
strategies could be improved, and when and how often to apply 
them. To investigate this further, we organized a design workshop 
with the users as the next phase of the study. 

6 PHASE 3: WORKSHOP WITH USERS 
We conducted a design workshop with users from the study in 
Phase 2 (� = 10, with P04 and P07 not available to attend), in order 
to gather their opinions on how a robotic well-being coach should 
deploy repair strategies in diferent scenarios during coaching. We 
discussed the challenges identifed in Phase 2 (Sec. 5), namely the 
negative perception of repair strategies over time, users’ personal 
preferences, and when repairs are helpful and when disruptive. 
The workshop was conducted in an online video call, with a Miro 
board for collaboration3. The workshop was structured into fve 
sections: (1) showing users videos of both repair strategy conditions 
(empathic and non-empathic) to inform them of the robot’s capabil-
ities, (2) warm-up exercise, (3) thinking through appropriate repairs 
for pre-defned scenarios, and generating mistake scenarios that 
each user experienced, (4) thinking through appropriate repairs 
for those user-generated scenarios, and (5) distilling insights for 
robotic well-being coach repairs for diferent contexts. 

6.1 Repair Strategy Preferences for 
User-generated Mistake Scenarios 

We have included the 12 user-generated mistake scenarios in the 
Supplementary Material (Sec. 4). In addition to the robot’s pre-
programmed mistakes of interrupting and non-responding, users 
generated other scenarios (referred to as “Sc.” throughout this pa-
per) of robot mistakes, e.g. the robot misunderstanding them or 
asking generic questions. Users could select multiple options for 
repair strategies for their scenarios, from 5 categories (including the 
categories “empathic” and “technical explanation” which they expe-
rienced in the study, and “instructions on use”, “brief apology”, and 
“do nothing”, which they suggested in the post-study interviews) 
and also add another suggestion in the “other” section. Overall, for 
the 12 user-generated scenarios, user responses from the categories 
tallied up as follows: do nothing (32), empathic (15), brief apology 
(48), technical explanation (6), and instructions on use (10). 
Do nothing or apologize briefy – Users show an overall pref-
erence for the robot either doing nothing or giving a brief apology. 
Reasons for these included “For a small error just continue with the 
session” (P06, Sc. 4), “Better to move on” (P01, Sc. 4), “Not worth 
dwelling over, but [use] quick apology for throwing the user of.” 
(P08, Sc. 5). Users explained that longer repairs may in some cases 

3https://miro.com/ 
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distract from the session, and the robot should “continue momen-
tum” (P01, Sc. 4) and “try and get [the] conversation back on track” 
(P05, Sc. 5). 
Empathic – There were no scenarios where most users wanted 
empathic repairs. In scenarios where users did want them (2-3 
users), the reasons were e.g. “Being empathetic, efcient and give 
advice on improving user experience seems useful.” (P11, Sc. 2), and 
“Any empathetic apology should be to validate user feelings and 
be quick [..] Providing advice on how to avoid this error would 
be useful again to continue conversation along.” (P11, Sc. 7). One 
user noted that a repair “Should be an empathic apology but not 
necessarily asking how user felt.” (P01, Sc.10), wanting an empathic 
repair but in a brief format. 
Technical explanation and Instructions on use – Users pre-
ferred instructions over explanations. Reasons for instructions were 
e.g. “I would like to know how to get robot to repeat question in 
the future if it is my fault.” (P11, Sc. 9), “If the robot can’t adapt 
to the user can the users adapt to the robot” (P06, Sc. 10). Users 
wanted instructions to interact with the robot when they could 
be able to correct the error. In contrast, explanations should be 
used e.g. “If the reason for not understanding is known, try and 
point it out to the user so they can address it.” (P05, Sc. 10) and 
“Given it’s a multiple repeat I’d want to know that it has realised 
it’s mistake and by giving an explanation I would assume it can 
actually move on.” (P03, Sc. 11). In these cases, the user wanted 
the robot to inform them of the cause of the error to increase the 
transparency of whether the robot is aware of the error and the 
reason for it, as well as whether the user should further address 
it (outside of the session). Technical explanations and instructions 
could be used in tandem, e.g., “Robot should explain the technical 
error, perhaps it did not hear properly and microphone should be 
moved closer.” (P09, Sc. 7). 

6.2 User Insights and Discussion 
While the previous sections show that users had signifcant personal 
preferences, we conducted a fnal discussion at the end of the design 
workshop to shape some more general insights for robotic coach 
repair strategies. These insights are detailed here. 
To repair or not to repair? – In general, users wanted the 
robot to repair when the mistake was more disruptive to 
the session than deploying a repair would be. Users noted the 
robot should not repair minor mistakes, because paying attention 
to the mistake could cause further disruption to the session. Minor 
mistakes were e.g., “if it interrupts the user momentarily” (P11), “it 
interrupts the user and the user keeps talking” (P08), “if it’s likely a 
one-of issue that will not impact further” (P03). In these cases, the 
users preferred the robot to either do nothing or give a brief apology. 
The robot should also not repair if it disrupts the session: “if the 
user is in the fow and it would be detrimental to the session to 
interrupt the user” (P10), and “the repair would be more interrupting 
/ distracting than what is trying to be repaired”. Users noted that the 
repairs would need to be selected to be less disruptive (i.e., in the 
case of a minor mistake, a more detailed repair than a brief apology 
might be disruptive). Scenarios where the robot should defnitely 
repair were “when the user needs to participate in the fx” (P03), 
or “if the robot’s response depends on the user” (P11). In terms of 

longitudinally administering repairs, users noted that initially the 
robot should focus on introducing its main functionalities. In the 
next few sessions, it is important to administer repairs to introduce 
the repair capability to the user and improve their experience (P01), 
and to give the user any necessary instructions to resolve issues 
(P10). Users noted that over time they would expect less repairs, 
since the robot is not a “stranger” anymore (P01), and that it “can 
cut through and carry on” (P10). 
When to use empathic repairs? – In general, users wanted 
empathic repairs when they were likely to feel frustrated. 
This could be the case in “repeated mistakes, especially when I have 
been talking for a while already” (P05), “when it interrupts during 
a story/detailed explanation of an experience” (P03), and “when the 
error has afected the session in a way that could have negatively 
impacted the fow” (P10). However, one user noted that empathic 
repairs could make the user “feel more frustrated” (P01). This indi-
cates that empathic repairs should be dynamically deployed based 
on the user’s response to the repair itself. 
When to give technical explanations? – In general, expla-
nations were wanted to increase transparency in the case of 
severe technical errors. For example, “when the error has occurred 
for the frst time overall for rare errors” (P12), and “when an error 
has occurred that is outside the user’s control” (P10). However, the 
explanation should be “something the user can understand” (P03). 
When to give instructions on use? – In general, users wanted 
instructions from the robot when the mistake was something 
that the user can help correct, during the frst few interaction 
sessions with the robot. Examples were “when the user can actually 
make a simple fx (like move the microphone closer)” (P03) and “if 
the error has to do with the user’s way of communicating” (P11). 

7 PHASE 4: COACH REFLECTIONS 
To refect on the insights provided by the robotic coach users, we 
took these insights back to the professional well-being coach who 
had collaborated with us to design the robotic coach and its repair 
strategies in Phase 1 (Sec. 4). In this discussion (1 hour), we asked 
the coach to refect on the results of our user study and the collected 
user insights, and to give their opinions on them, as follows. 
Robotic coach repair strategy design can not be solely based 
on professional coach repair strategies — We can not con-
clude simply that “empathic repair strategies are better than non-
empathic ones”, as was the original expectation of the authors and 
the well-being coach. Instead, our fndings indicate that a robotic 
well-being coach is fundamentally diferent in its capabilities when 
compared to a human coach, and as such users’ expectations are dif-
ferent. The professional coach noted that repeated social mistakes 
(interrupting or non-responding) in human coaching are rare, as hu-
mans have the capacity to better intuit social signals and thus make 
fewer mistakes. As coachees do not expect many mistakes in human 
coaching, empathic repairs may be helpful in the rare situations 
where mistakes do occur. However, due to limited robot capabilities, 
social mistakes occur often in robotic coaching (as shown by the 
videos in Sec. 4 [50]). Due to repeated mistakes, while the coach’s 
and researchers’ intuition was that empathic repairs would be simi-
larly applicable to a robotic coach, the user study (Sec. 5) and design 
workshop with users (Sec. 6) contradicted this intuition. Some users 
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enjoyed empathic repairs in the frst few interaction sessions, but 
became averse when repeated in later interactions, viewing them 
as disingenuous. Other users experienced the empathic repairs as 
disingenuous already from initial interactions, due to viewing the 
robot as a tool that empathic expressions are incongruous with. As 
such, repair design needs to acknowledge the limited capabilities 
and higher error rate of robotic coaches. 
Repair strategies are not always necessary – In some instances 
users perceived the repair strategies as disruptive (see Sec. 5-6). The 
professional coach agreed that repairs could be detrimental if they 
were “long-winded explanations” that may be perceived as excuses 
rather than helpful. The coach agreed that users may “get used to a 
robot and its errors”, and due to this, repairs could be reduced over 
time in the case of repetitive errors. Future research is needed in 
to distinguish whether and when a user no longer requires repair 
for a specifc error, e.g. by detecting a user’s behavioral signals. 
Repairs should be utilized according to user preference – 
There is no “one-size-fts-all” with regards to non-/empathic (or 
other) repairs in robotic well-being coaching. Some users appreci-
ated the empathic repairs and viewed them as increasing trust and 
improving the interaction, while some viewed them as disingenuous 
and even deceptive due to the fundamentally non-empathic nature 
of a robot as a machine. The professional coach noted that at times 
they adjust their level of empathic expression to their client, by 
matching their expression to that observed from the client. Previous 
research proposed the adaptation of a robot’s empathic expressions 
to a user’s positive emotional signals [32]. Future research is 
needed to analyze user feedback during the administration of the 
repair strategy itself (i.e., observing a user’s response to a repair 
via behavioral signals), and accordingly adjusting future repairs. 
Robot-specifc repair strategies include technical explana-
tions and instructions on use – The professional coach noted 
that technical error explanation is a robot specifc behaviour, and 
there is no direct comparison to human-to-human coaching, but 
that if they were making a repeated error, they would want to 
give an explanation to their client. Future research is needed to 
develop robot awareness of mistake occurrence, cause, and to gen-
erate authentic technical explanations. In terms of instructions on 
use, the coach compared this to the situation where their client 
may have hearing loss, and the coach might in turn increase their 
speech volume. Future research should focus on how robots may 
detect and adapt to such personal requirements of each user, while 
applying appropriate personalised instructions on use of the robot. 
Repetitions of repair strategies are detrimental – Due to so-
cial interaction timing issues (i.e., mistakes such as interruptions 
and non-responding) that are inherent to social robots [22, 33, 50], 
robotic coaching can have an awkward rhythm. When repair strate-
gies are continuously administered to repair these issues (even 
with diferent phrasings across sessions, as we have done in our 
user study), the efect can be detrimental to the user. The coach 
compared this to a “phone helpline”, where the phrase “your call is 
important to us” is often repeated, but “becomes less true over time”. 
The repair strategies we have proposed here assume the current 
level of disruption in state-of-the-art HRI, and they may not hold 
as robot capabilities further develop. Future research should aim 
to reduce such latency in robotic conversational interaction, so that 
repair strategies will gradually become less needed. 

8 CONCLUSIONS WITH A CRITICAL LOOK 
This paper contributes insights for designing repair strategies for 
longitudinal robotic well-being coaching, informed by real-world 
users’ and a professional coach’s perspectives. We have shown how 
our 4-phase design process and its outcomes can contribute toward 
the real-world deployment of longitudinal robotic coaches that are 
capable of repairing their mistakes and thus improving coaching 
interactions. As part of this process, we designed our initial study 
to compare empathic and non-empathic repairs, based on two 
discussions with a professional well-being coach (Sec. 4). However, 
in our between-subjects study where a robotic coach administered 
these repair strategies (Sec. 5), we found that users had detailed feed-
back beyond the question of whether empathic or non-empathic 
repair strategies were better. We then designed a workshop with 
users to give detailed feedback on repairs for a robotic coach (Sec. 
6), and refecting on these user insights with the professional coach 
from Phase 1 (Sec. 7). We encourage researchers to include such 
retrospective discussions with users and stakeholders in their re-
search, especially when their intuitions are not confrmed, to better 
understand how robots are experienced in the real world. 

We would also like to direct a critical eye toward our own study. 
In this paper, we conducted a user study in which the robot made 
intentional mistakes and repairs. However, intentional mistakes rely 
on timing, which is difcult for social robots. Additionally, the timing 
of a repair can have an impact on its success [41]. Thoroughly inves-
tigating the timing of the mistakes and repairs, and how this may 
have impacted user perceptions is out of scope of this work. We will 
investigate this in future research, and encourage the HRI feld 
to refect on how intentional social mistakes can be investigated 
taking into account the challenge of timing in interactions. Also, we 
used a LLM (ChatGPT) to generate the robot’s responses to users. 
In some cases, the LLM spontaneously asked users for clarifcation 
when it did not “understand” the user’s utterance. In this paper, we 
asked users to recall the mistakes and repairs they experienced dur-
ing the interaction (including those spontaneously deployed by the 
LLM), however, further analysis on spontaneous repairs and users’ 
perceptions of them is out of scope of this work. We invite future 
research to investigate the impact of spontaneous LLM repairs on 
users’ perceptions of robotic coaches. These repair strategies have 
been designed specifcally for well-being coaching. In previous HRI 
literature on game- and task-based scenarios, repair strategies focus 
on a robot’s mistakes where a right vs wrong condition is clear due 
to a set goal [14, 16, 28–30, 45]. In conversational contexts such 
as coaching, identifying the mistake itself, and consequently the 
necessity for and appropriate type of repair, is more complex due to 
factors such as user preferences. Despite this complexity, we have 
attempted to distil relevant insights and refections on such repair 
strategies. Future research should further investigate longitudinal 
coaching interactions, administering repair strategies according to 
our insights, and further refne these in an iterative manner. 
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